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An analytical approach for systems of fractional
differential equations by means of the innovative

homotopy perturbation method

Rahmat Darzi and Bahram Agheli

Abstract. We have applied the new approach of homotopy perturba-
tion method (NAHPM) for partial differential system equations featur-
ing time-fractional derivative. The Caputo-type of fractional derivative
is considered in this paper. A combination of NAHPM and multiple
fractional power series form has been used the first time to present an-
alytical solution. In order to illustrate the simplicity and ability of the
suggested approach, some specific and clear examples have been given.
All numerical calculations in this manuscript have been carried out with
Mathematica.

1. Introduction

In this research work, it has been proposed that the new HPM based on
the multiple fractional power series can be engaged to solution of partial
differential system equations featuring time-fractional derivative (FPDSEs).

This system equation has frequently appeared in different fields of science
and engineering such as; physics, optics, plasma physics, superconductivity
and quantum mechanics [1].

There are some more books related to fractional calculus for interested
readers [2, 3]. It should be noted that there are no accurate analytical
solutions for most fractional differential equations. Consequently, for such
equations we have to employ some direct and iterative methods. Researchers
have used various methods to solve systems equations in recent years. Some
familiar methods are: Adomian’s decomposition method [4, 5, 6], homotopy
perturbation method [7, 8], homotopy analysis method [9, 10, 11] and so on
[12, 13, 14, 15, 16, 17, 18].

This paper is organized: in Section 2, fundamental idea of the new method
is presented. We explained convergence of this method in section 3. In
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Section 4, the application of innovative HPM to FPDSEs is illustrated,
and some numerical examples are presented. And conclusions are drawn in
Section 5.

2. Fundamental idea of the new method

In this part of the paper, we present and define Riemann-Liouville frac-
tional integral and Caputo’s fractional derivative that are presented [2].
Then the new approach of homotopy perturbation method (NAHPM) is
introduced and explained in detail.

Definition 2.1. A real function f(x), x > 0, is considered to be in the space
Cν , (ν ∈ R), if there exists a real number n(> ν), so that f(x) = xnf1(x),
where f1(x) ∈ C[0,∞), and it is said to be in the space Ckν if and only if
f (k) ∈ Cν , k ∈ N .

Definition 2.2. The Riemann-Liouville fractional integral operator of order
of α > 0, of a function f ∈ Cν , ν ≥ −1, is given by

Iαa f(x) =
1

Γ(α)

∫ x

a
(x− r)α−1f(r)dr,

Iαf(x) = Iα0 f(x), I0f(x) = f(x).

Definition 2.3. The Caputo’s fractional derivative of f is defined as

Dαf(x) = Ik−αDkf(x) =
1

Γ(k − α)

∫ x

0
(x− r)k−α−1f (k)(r)dr, x > 0.

where, f ∈ Ck−1, k − 1 < α ≤ k and k ∈ N.

Remark 2.1. For k − 1 < α ≤ k, k ∈ N, f ∈ Ckν , ν ≥ −1 and x > 0, the
following properties satisfy

(i) Dα
a I

α
a f(x) = f(x),

(ii) IαaDα
a f(x) = f(x)−

k−1∑
j=0

f (j)(a+) (x−a)j

j! .

To describe the fundamental ideas of the NAHPM method for partial
differential system equations featuring time-fractional derivative:

(1) Dµ
τ ui +Ni (ζ1, ζ2, . . . , ζk−1, τ, u1, u2, . . . , uk) = hi(ζ1, ζ2, . . . , ζk−1, τ),

in which n−1 < µ ≤ n and i = 1, . . . , k, with the following initial conditions
for i = 1, 2, . . . , k and j = 1, 2, . . . , n− 1:

(2) u
(j)
i (ζ1, ζ2, . . . , ζk−1, τ0) = gij(ζ1, ζ2, . . . , ζk−1).

where N1, . . . , Nk are nonlinear operators, which usually depend on the func-
tions ui and derivatives, Dµ denotes that Caputo fractional and h1, . . . , hk,
are inhomogeneous term.

For the solution of (1), by using NAHPM, we make the under homotopy
for i = 1, 2, . . . , k:
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∗ (1− q)(Dµ
τUi − ui0)

+ q (Dµ
τUi +N(ζ1, ζ2, . . . , ζk−1, τ, u1, u2, . . . , uk)− hi) = 0,

or

(3) Dµ
τUi = ui0 − p (ui0 +N(ζ1, ζ2, . . . , ζk−1, τ, u1, u2, . . . , uk)− hi) .

Using the inverse operator, L−1 = Iµτ (.) to both sides of (3), then we gain

(4)

Ui(ζ1, ζ2, . . . , ζk−1, τ0) = Ui(ζ1, ζ2, . . . , ζk−1, τ0)

+ Iµτ ui0 − pIµτ (ui0(ζ1, ζ2, . . . , ζk−1, τ0)

+Ni(ζ1, ζ2, . . . , ζk−1, τ, u1, u2, . . . , uk)− hi),
where

(5) Ui(ζ1, ζ2, . . . , ζk−1, τ0) =
n−1∑
j=0

gij
τ j

j!
, i = 1, . . . , k.

Now assume we introduce the solution of (4) in the next form

(6) Ui = Ui0 + q Ui1 + q2 Ui2 + · · ·
where Uij , i = 1, . . . , k, j = 0, 1, 2, 3, . . . are functions which should be
calculated.

Definition 2.4. A series expansion of the next form
∞∑
n=0

cn (τ − τ0)nµ = c0 + c1(τ − τ0)µ + c2(τ − τ0)2µ + · · ·

for 0 ≤ n−1 < µ ≤ n, t ≤ τ0, is called fractional power series around τ = τ0.

Definition 2.5. A series expansion of the below form
∞∑
n=0

hn(ζ) (τ − τ0)nµ , 0 ≤ n− 1 < µ ≤ n, t ≤ τ0

is called multiple fractional power series around τ = τ0.

Assume that the initial approximation of the solution of relation (1) is in
the following form:

(7) ui0(ζ1, ζ2, . . . , ζk−1, τ) =
∞∑
j=0

aij(ζ1, ζ2, . . . , ζk−1)pj(τ), i = 1, . . . , k

where aij(ζ), i = 1, . . . , k, j = 0, 1, 2, 3, . . ., are unfamiliar coefficients, and
pj(τ), j = 0, 1, 2, 3, . . ., are particular functions.

It is deserving to consider that if h(ζ, τ), and u0(ζ, τ) are analytic around
τ = 0, then their Taylor series can be written as

(8) u0(ζ, τ) =

∞∑
k=0

ak(ζ) τk µ.
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With considering (4) and substituting (6) and (7) into that and equating
the coefficients of the same power q, for i = 1, . . . , k, with

(9)

q0 : Ui0(ζ1, ζ2, . . . , ζk−1, τ)

= Ui(ζ1, ζ2, . . . , ζk−1, τ0) +

∞∑
j=0

aij(ζ)Iµτ (pj(τ)) ,

q1 : Ui1(ζ1, ζ2, . . . , ζk−1, τ) = −
∞∑
j=0

aij(ζ)Iµτ (pj(τ))

− Iµτ (Ni (ζ1, ζ2, . . . , ζk−1, τ, U10, U20, . . . , Uk0)− hi) ,
q2 : Ui2(ζ1, ζ2, . . . , ζk−1, τ)

= −Iµτ
(
Ni

(
ζ1, ζ2, . . . , ζk−1,τ,, U10, U20, . . . , Uk0, U11, U21, . . . , Uk1

))
,

...

qj : Uij(ζ1, ζ2, . . . , ζk−1, τ) = Iµτ
(
Ni

(
ζ1, ζ2, . . . , ζk−1, τ,

U10, U20, . . . , Uk0, U1j−1, . . . , U2j−1, . . . , Ukj−1

))
.

By solving these equations in such a manner that

Ui1(ζ1, ζ2, . . . , ζk−1, τ) = 0, i = 1, . . . , k,

then relations (9) yield to

Ui2(ζ1, ζ2, . . . , ζk−1, τ) = Ui3(ζ1, ζ2, . . . , ζk−1, τ) = . . . = 0.

Therefore, the numerical analytical solution may be gained as follows:

(10)

Ui(ζ1, ζ2, . . . , ζk−1, τ) = Ui0(ζ1, ζ2, . . . , ζk−1, τ)

= Ui(ζ1, ζ2, . . . , ζk−1, τ0) +
∞∑
j=0

aij(ζ) Iµτ (pj(τ)) , i = 1, . . . , k.

It should be noted that if hi(ζ1, ζ2, . . . , ζk−1, τ), ui(ζ1, ζ2, . . . , ζk−1, τ), are
analytic around τ = τ0, then Taylor series can be written as

ui0(ζ1, ζ2, . . . , ζk−1, τ) =

∞∑
j=0

aij(ζ1, ζ2, . . . , ζk−1)(τ − τ0)kµ,

hi(ζ1, ζ2, . . . , ζk−1, τ) =

∞∑
j=0

a?ij(ζ1, ζ2, . . . , ζk−1)(τ − τ0)kµ,

can be used in relations (9), where aij(ζ1, ζ2, . . . , ζk−1) are unknown coeffi-
cients which must be computed, and a?ij(ζ1, ζ2, . . . , ζk−1), i = 1, . . . , k, and
j = 0, 1, 2, . . . , are known ones.
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3. Convergence analysis

A large number of problems can be treated by NAHPM through applying
the methodology that has been elaborated in the previous sections.

Theorem 3.1. Presume that S and T are Banach spaces and A : S → T is
a contractive nonlinear mapping which is

∀ υ, υ? ∈ S, ‖A(υ)−A(υ?)‖ ≤ λ ‖υ − υ?‖ , 0 < λ < 1.

Then due to Banach’s fixed point theorem A has a unique fixed point u,
which is A(u) = u.

Assume that the sequence provided by new HPM is stated that

wk = A(wk−1), wk−1 =
k−1∑
i=0

υi, k = 1, 2, . . . ,

assume that w0 = υ0 ∈ Br(υ), where Br(υ) = {υ? ∈ S; ‖υ? − υ‖ < r},
then we have

(i) wk ∈ Br(υ),
(ii) lim

k→∞
wk = υ.

Proof. (i) By inductive way featuring k = 1

‖w1 − υ‖ = ‖A(w0)−A(υ)‖ ≤ λ ‖υ0 − υ‖ .

Allow that ‖wk−1 − υ‖ ≤ λk−1 ‖υ0 − υ‖, while induction hypothesis, hence

‖wk − υ‖ = ‖A(wk−1)−A(υ)‖ ≤ λ ‖υk−1 − υ‖ ≤ ‖wk−1 − υ‖ ≤ λk ‖υ0 − υ‖ .

So
‖wk − υ‖ ≤ λk ‖υ0 − υ‖ ≤ λkr < r,

in this manner wk ∈ Br(υ).
(ii) Due to ‖wk − υ‖ ≤ λk ‖υ0 − υ‖ and lim

k→∞
λk = 0, lim

k→∞
‖wk − υ‖ = 0,

that is, lim
k→∞

wk = υ. �

4. Test examples

Now, we apply NAHPM based on the multiple fractional power series to
solve FPDSEs. All of the plots and computations for this equations have
been done with Mathematicar.

Example 4.1. We purpose the following FPDSEs: Dµ
t u− v uxx − u vxx = 3ext2µ

Γ(2µ) + 2tµ sin(x)
Γ(µ) , 1 < µ ≤ 2,

Dµ
t v − v vxx + uuxx = −9e2xt4µ

Γ(2µ)2
− t4µ sin2(x)

Γ(2µ)2
+ t2µ sin(x)

Γ(2µ) + 6extµ

Γ(µ)

(11)
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Figure 1. Approximate result of test example 4.1.

The estimate answers featuring µ = 2 acquired for several amounts of
x and t applying NAHPM, is shown in Table 1. featuring the primary
conditions:

(12)
u(x, 0) =

x2

Γ(µ+ 1)
, ut(x, 0) = 0,

v(x, 0) =
x2

2Γ(µ+ 1)
, vt(x, 0) = 0.

Table 1. Approximate result of test example 4.1.

t x uNAHPM=uExact vNAHPM=vExact
0.50 0.130000 0.065000

0.1 0.75 0.286250 0.143125
1.00 0.505000 0.252500
0.50 0.170000 0.085000

0.3 0.75 0.326250 0.163125
1.00 0.545000 0.272500
0.50 0.250000 0.125000

0.5 0.75 0.406250 0.203125
1.00 0.625000 0.312500

Assume

u0(x, t) =

m∑
k=0

ak(x)tkµ, U(x, 0) = g(x),

v0(x, t) =

m∑
k=0

bk(x)tkµ, V (x, 0) = h(x).
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Solving equations (11)-(12) for U1(x, t), V1(x, t) guidance to the following
conclusion:

U1(x, t) = tµ
(

1

µΓ(µ)
− a0(x)

µΓ(µ)

)
+

t2µ

(
− 1

µ2Γ(µ)Γ(2µ)
+

a0(x)

µΓ(µ)Γ(2µ+ 1)
−
√
π2−2µa1(x)

Γ
(
µ+ 1

2

) +

x2a′′0(x)

4µ2Γ(µ)Γ(2µ)
+

x2b′′0(x)

µΓ(µ)Γ(2µ+ 1)
+

b0(x)

µ2Γ(µ)Γ(2µ)

)
+ · · · .(13)

V1(x, t) = tµ
(

1

2µΓ(µ)
− b0(x)

µΓ(µ)

)
+

t2µ
(

3

4µ2Γ(µ)Γ(2µ)
− a0(x)

µ2Γ(µ)Γ(2µ)
+

b0(x)

µΓ(µ)Γ(2µ+ 1)
−

− x2a′′0(x)

µΓ(µ)Γ(2µ+ 1)
+

x2b′′0(x)

4µ2Γ(µ)Γ(2µ)
+

√
π2−2µb1(x)

Γ
(
µ+ 1

2

) )
+ · · · .

(14)

When U1(x, t) and V1(x, t) are vanished, the coefficients ak(x), k = 1, 2, 3, . . .,
will be gained is state as:

a0(x) = 1, a1(x) = 0, a2(x) = 0, . . .

and
b0(x) =

1

2
, b1(x) = 0, b2(x) = 0, . . .

This outcomes that

(15) u(x, t) = U0(x, t) =
tµ + x2

Γ(µ+ 1)
,

(16) v(x, t) = V0(x, t) =
tµ + x2

2Γ(µ+ 1)
.

In Figure 4.1, we may view the estimate answers featuring µ = 2 which
is concluded for several amounts of t and x utilizing NAHPM.

Example 4.2. Next, we consider the system of coupled fractional equations
[19]: 

Dµ
t u− uxx + uux + (uv)x =

(
2x3 + 1

)
t2µ

Γ(µ+ 1)
− 2tµ

Γ(µ+ 1)
+ x2, 0 < µ ≤ 1

Dµ
t v − vxx + v vx − (uv)x =

(
1
x3

+ 1
)
t2µ

Γ(µ+ 1)
− 2tµ

x3Γ(µ+ 1)
+

1

x
,

(17)

along with:

(18) u(x, 0) = 0, v(x, 0) = 0.
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With considering U1(x, t) and V1(x, t), the result shows

U1(x, t) = tµ
(

x2

µΓ(µ)
− a0(x)

µΓ(µ)

)
+

(19)

t2µ

( √
π2−2µa′′0(x)

µΓ(µ)Γ
(
µ+ 1

2

) − √π2−2µa1(x)

Γ
(
µ+ 1

2

) −
√
π21−2µ

µΓ(µ)Γ
(
µ+ 1

2

))+

t3µ
(

2Γ(2µ)

Γ(µ)Γ(3µ+ 1)
+

4x3Γ(2µ)

Γ(µ)Γ(3µ+ 1)
− a2(x)Γ(2µ+ 1)

Γ(3µ+ 1)
−

a0(x)Γ(2µ+ 1)a′0(x)

µ2Γ(µ)2Γ(3µ+ 1)
− Γ(2µ+ 1)b0(x)a′0(x)

µ2Γ(µ)2Γ(3µ+ 1)
−

a0(x)Γ(2µ+ 1)b′0(x)

µ2Γ(µ)2Γ(3µ+ 1)
+

Γ(µ+ 1)a′′1(x)

Γ(3µ+ 1)

)
+ · · ·

V1(x, t) = tµ
(

1

µxΓ(µ)
− b0(x)

µΓ(µ)

)
+

(20)

t2µ

( √
π2−2µb′′0(x)

µΓ(µ)Γ
(
µ+ 1

2

) − √π2−2µb1(x)

Γ
(
µ+ 1

2

) −
√
π21−2µ

µx3Γ(µ)Γ
(
µ+ 1

2

))+

t3µ
(

2Γ(2µ)

Γ(µ)Γ(3µ+ 1)
+

2Γ(2µ)

x3Γ(µ)Γ(3µ+ 1)
− Γ(2µ+ 1)b2(x)

Γ(3µ+ 1)
−

Γ(2µ+ 1)b0(x)a′0(x)

µ2Γ(µ)2Γ(3µ+ 1)
− a0(x)Γ(2µ+ 1)b′0(x)

µ2Γ(µ)2Γ(3µ+ 1)
−

Γ(2µ+ 1)b0(x)b′0(x)

µ2Γ(µ)2Γ(3µ+ 1)
+

Γ(µ+ 1)b′′1(x)

Γ(3µ+ 1)

)
+ · · ·

Figure 2. The estimate solution for µ = 1.
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Considering the hypothesis U1(x, t) = 0, V1(x, t) = 0, coefficients ak(x),
bk(x), k = 1, 2, 3, . . ., will be determined as follows:

a0(x) = x2, a1(x) = 0, a2(x) = 0, . . . ,

and

b0(x) =
1

x
, b1(x) = 0, b2(x) = 0, . . . .

Therefore we provide the solution of (17) which that comes next:

(21) u(x, t) =
x2tµ

µΓ(µ)
, v(x, t) =

tµ

xΓ(µ+ 1)
.

In Figure 2, we can view the approximate answers featuring µ = 1.
In Table 2, we may view the approximate answers featuring µ = 1, which

is concluded for several amounts of t and x applying NAHPM.

Table 2. Approximate result of test example 4.2.

t x uNAHPM=uExact vNAHPM=vExact
0.50 0.02500 0.200000

0.1 0.75 0.05625 0.133333
1.00 0.10000 0.100000
0.50 0.07500 0.600000

0.3 0.75 0.16875 0.400000
1.00 0.30000 0.300000
0.50 0.12500 1.000000

0.5 0.75 0.28125 0.666667
1.00 0.50000 0.500000

Example 4.3. We choose the non-linear system of inhomogeneous FPDEs:


Dµ
t u− wxvx − 1

2wxuxx = − 2µtµ

Γ(µ+1) −
4x2

Γ(2µ)2
− 2x

Γ(2µ)2
, 0 < µ ≤ 1,

Dµ
t v − wxuxx = 2µtµ

Γ(µ+1) −
4x

Γ(2µ)2
,

Dµ
t w − uxx − vxwx = − 2

Γ(2µ) −
2µtµ

Γ(µ+1) −
4x2

Γ(2µ)2
,

(22)

with the primary conditions:

(23) u(x, 0) =
1 + x2

Γ(2µ)
, v(x, 0) =

x2 + 2

Γ(2µ)
, w(x, 0) =

3x2

Γ(2µ)
.

Assume

u0(x, t) =

m∑
k=0

ak(x)tkµ, v0(x, t) =

m∑
k=0

bk(x)tkµ, w0(x, t) =

m∑
k=0

ck(x)tkµ,
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and U(x, 0) = g(x), V (x, 0) = h(x), W (x, 0) = k(x). With considering
U1(x, t), V1(x, t) and W1(x, t), we have

U1(x, t) =
a0(x)tµ

µΓ(µ)
+ t2µ

(
−

√
π21−2µ

Γ(µ)Γ
(
µ+ 1

2

) − √π2−2µa1(x)

Γ
(
µ+ 1

2

) +

√
π21−2µxb′0(x)

µΓ(µ)Γ(2µ)Γ
(
µ+ 1

2

) +

√
π2−2µc′0(x)

µΓ(µ)Γ(2µ)Γ
(
µ+ 1

2

)+

√
π2−2µxa′′0(x)

µΓ(µ)Γ(2µ)Γ
(
µ+ 1

2

) +

√
π21−2µxc′0(x)

µΓ(µ)Γ(2µ)Γ
(
µ+ 1

2

))+ · · · ,

V1(x, t) = − b0(x)tµ

µΓ(µ)
+ t2µ

( √
π21−2µ

Γ(µ)Γ
(
µ+ 1

2

) − √π2−2µb1(x)

Γ
(
µ+ 1

2

) +

√
π21−2µxa′′0(x)

µΓ(µ)Γ(2µ)Γ
(
µ+ 1

2

) +

√
π21−2µc′0(x)

µΓ(µ)Γ(2µ)Γ
(
µ+ 1

2

))+ · · · ,

W1(x, t) = −c0(x)tµ

µΓ(µ)
+

Γ(2µ+ 1)2Γ(6µ+ 1)t7µb′2(x)c′2(x)

Γ(3µ+ 1)2Γ(7µ+ 1)
+

t2µ

(
−

√
π21−2µ

Γ(µ)Γ
(
µ+ 1

2

) − √π2−2µc1(x)

Γ
(
µ+ 1

2

) +

√
π21−2µxb′0(x)

µΓ(µ)Γ(2µ)Γ
(
µ+ 1

2

)+

√
π2−2µa′′0(x)

µΓ(µ)Γ
(
µ+ 1

2

) +

√
π21−2µxc′0(x)

µΓ(µ)Γ(2µ)Γ
(
µ+ 1

2

))+ · · · .

Accordingly, by vanishing of U1(x, t), V1(x, t) and W1(x, t)the coefficients
ak(x), bk(x) and ck(x), k = 1, 2, . . . , will be gained:

a0(x) = 0, a1(x) = − 2

Γ(µ)
, a2(x) = 0, . . . ,

and

b0(x) = 0, b1(x) =
2

Γ(µ)
, b2(x) = 0, . . . ,

and

c0(x) = 0, c1(x) = − 2

Γ(µ)
, c2(x) = 0, . . .

Therefore we obtain approximate solution of Eq.(22)

u(x, t) = U0(x, t) =
1

Γ(2µ)
−
√
π21−2µt2µ

Γ(µ)Γ
(
µ+ 1

2

) +
x2

Γ(2µ)
,

v(x, t) = V0(x, t) =
2

Γ(2µ)
+

√
π21−2µt2µ

Γ(µ)Γ
(
µ+ 1

2

) +
x2

Γ(2µ)
,
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Figure 3. The estimate solution for µ = 1 .

and

w(x, t) = W0(x, t) =
3

Γ(2µ)
−
√
π21−2µt2µ

Γ(µ)Γ
(
µ+ 1

2

) +
x2

Γ(2µ)
.

We can see the analytical answers toward µ = 1, in figure 3.
The analytical answers featuring µ = 1 acquired for several amounts of x,

and t applying NAHPM, can be seen in Table 3.

Table 3. Approximate result of test example 4.3.

t x uNAHPM=uExact vNAHPM=vExact wNAHPM=wExact
0.50 1.2400 2.2600 3.2400

0.1 0.75 1.5525 2.5725 3.5525
1.00 1.9900 3.0100 3.9900
0.50 1.1600 2.3400 3.1600

0.3 0.75 1.4725 2.6525 3.4725
1.00 1.9100 3.0900 3.9100
0.50 1.0000 2.5000 3.0000

0.5 0.75 1.4725 2.6525 3.4725
1.00 1.7500 3.2500 3.7500
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5. Conclusion

In this paper, we have successfully applied NAHPM to obtain series so-
lution of partial differential system equations featuring time-fractional de-
rivative. The result indicated that a few iteration of NAHPM will result in
some solution.

Finally, it should be added that the suggested approach has the poten-
tials to be applied in solving other similar nonlinear problems in partial
differential equations of fractional order.
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